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Abstract

Label smoothing is a regularization technique
widely used in supervised learning to im-
prove the generalization of models on vari-
ous tasks, such as image classification and
machine translation. However, the effective-
ness of label smoothing in multi-hop question
answering (MHQA) has yet to be well stud-
ied. In this paper, we systematically analyze
the role of label smoothing on various mod-
ules of MHQA and propose F1 smoothing, a
novel label smoothing technique specifically
designed for machine reading comprehension
(MRC) tasks. We evaluate our method on the
HotpotQA dataset and demonstrate its superi-
ority over several strong baselines, including
models that utilize complex attention mecha-
nisms. Our results suggest that label smooth-
ing can be effective in MHQA, but the choice
of smoothing strategy can significantly affect
performance.

1 Introduction

Label smoothing is a regularization technique that
has been widely used in supervised learning to
improve the generalization of models on various
tasks, such as image classification (He et al., 2020b)
and machine translation (Gao et al., 2020; Lukasik
et al., 2020b). The basic idea of label smoothing
is to smooth the distribution of true labels by re-
placing the one-hot encoding of the labels with
a softened version (Szegedy et al., 2016). This
encourages the model to be less confident in its
predictions and to consider a wider range of possi-
bilities, which can reduce overfitting and improve
generalization (Miiller et al., 2019; Lukasik et al.,
2020a).

Multi-hop question answering (MHQA) is a
task that involves answering complex questions
by aggregating information from multiple sources.
These tasks require a model to perform multiple
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reasoning steps and to handle varied structures of
information. Mainstream QA models for MHQA
often consist of a complex pipeline, including a
document retriever, a supporting evidence selector,
and a module for multi-hop reasoning (Tu et al.,
2020; Wu et al., 2021a; Li et al., 2022b). These
components work together to accurately retrieve
and integrate relevant information from multiple
sources in order to provide a correct answer to the
given question.

Despite the widespread use of label smoothing
in other tasks, the effectiveness of this technique
in MHQA has not to be thoroughly investigated.
In this paper, we aim to fill this research gap by
systematically analyzing the role of label smooth-
ing on various modules of MHQA. We will con-
duct experiments using various label smoothing
strategies and multiple label smoothing techniques,
including F1 smoothing, a novel method we pro-
pose for machine reading comprehension (MRC)
tasks, and evaluate its performance on the Hot-
potQA dataset (Yang et al., 2018a).

To the best of our knowledge, we are the first to
systematically study the effect of label smoothing
on MHQA. Our experiments demonstrate that care-
fully designing label smoothing for each module of
MHQA and using the appropriate label smoothing
strategy can significantly improve the performance
of each module and lead to overall improvements in
the model. The code for our approach is available
on GitHub'.

Our main contributions are as follows:

* We conduct a systematic analysis of the im-
pact of label smoothing on various modules
of MHQA, including document retrieval, sup-
porting evidence prediction, answer type se-
lection and answer span extraction.

* We propose F1 smoothing, a new label
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smoothing method that is specifically tailored
for MRC tasks.

* We evaluate the proposed method on the Hot-
potQA dataset and find that it outperforms
several strong baseline models and achieves
the best results. This demonstrates the effec-
tiveness of our smart label smoothing design
in MHQA.

2 Related Work

Label Smoothing Label smoothing is a regular-
ization technique that was introduced in computer
vision to improve classification accuracy on Ima-
geNet (Szegedy et al., 2016). The idea behind label
smoothing is to prevent the model from becoming
too confident in its predictions by slightly modify-
ing the ground truth labels during training. This
helps to improve the generalization of the model.
Label smoothing has been widely adopted in a vari-
ety of natural language processing tasks, including
speech recognition (Chorowski and Jaitly, 2017),
document retrieval (Penha and Hauff, 2021), dia-
logue generation (Saha et al., 2021) and neural ma-
chine translation (Gao et al., 2020; Lukasik et al.,
2020b; Graga et al., 2019). In recent years, label
smoothing has also been applied to span-related
tasks such as machine reading comprehension and
named entity recognition (Zhao et al., 2020a; Zhu
and Li, 2022).

Multi-hop Question Answering Multi-hop
reading comprehension (MHRC) is a challenging
task in the field of machine reading comprehension
(MRC) that closely resembles the human thought
process in real-world scenarios. As a result, it
has become a popular topic in the field of natural
language understanding in recent years. To facil-
itate research in this area, several datasets have
been developed, including HotpotQA (Yang et al.,
2018a), WikiHop (Welbl et al., 2018), and Nar-
rativeQA (Kocisky et al., 2018). Among these,
HotpotQA is particularly representative and chal-
lenging, as it not only requires the model to extract
the correct answer span from the context but also
requires a series of supporting evidence as proof of
MHRC. In this paper, we focus on HotpotQA as
our primary dataset for studying label smoothing
in the context of MHRC.

Recent advances in MHRC have led to
the development of several graph-free models,
such as QUARK (Groeneveld et al.,, 2020),
C2FReader (Shao et al., 2020), and S2G (Wu

et al., 2021b), which have challenged the dom-
inance of previous graph-based approaches like
DFGN (Qiu et al., 2019), SAE (Tu et al., 2020),
and HGN (Fang et al., 2020). C2FReader (Shao
et al., 2020) suggests that the performance differ-
ence between graphical attention and self-attention
is minimal, while S2G’s (Wu et al., 2021b) strong
performance demonstrates the potential of not us-
ing graphical modeling in MHRC. FE2H (Li et al.,
2022a), which uses a two-stage selector and a multi-
task reader, currently achieves the best performance
on the MHRC task, indicating that pre-trained lan-
guage models alone may be sufficient for modeling
multi-hop reasoning. Motivated by the design of
S2G (Wu et al., 2021b) and FE2H (Li et al., 2022a),
we propose a simpler model called C2FM that does
not include an additional attention module. Our
aim is to examine the impact of label smoothing on
individual models of MHQA.

3  Our Framework

We first introduce our multi-hop question answer-
ing architecture to facilitate our description of la-
bel smoothing. Our framework uses a Coarse-to-
Fine retriever and a Multi-task prediction reader
(C2FM) for answer extraction and supporting evi-
dences prediction. Compared to the complex struc-
tural design of S2G (Wu et al., 2021a), the simpler
design of C2FM is more conducive for us to investi-
gate the role of label smoothing in each component
of the framework.

Figure 1 illustrates the overall framework of
C2FM. In the document retrieval module, we use
a coarse-to-fine retrieval approach to identify the
most relevant documents for a given question. In
this example, Docl and Doc4 are marked as rel-
evant documents. In the coarse stage, the top k
documents (which we set to 3 in this paper) are
retrieved, resulting in Docl, Doc3, and Doc4 as
the most likely to contain the answer. In the fine-
grained stage, we combine documents two by two
and retrieve them based on their relationship to
each other, which is crucial for multi-hop QA. Docl
and Doc4 are the correct combinations that we want
to pass on to the downstream multi-task reading
module, hence the label 1. This two-stage retrieval
process allows our model to capture not only the re-
lationship between the question and the candidate
documents, but also the relationship between the
most promising candidate documents.

In the reading comprehension module, we use
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Figure 1: Overview of our C2FM model, which consists of three main modules: Coarse Retrieval, Fine Retrieval,

and the Multi-Task Reader.

a multi-task learning approach to simultaneously
optimize three goals: answer type selection, answer
span extraction, and evidence sentence prediction.

3.1 Coarse-to-Fine Retrieval

Coarse Retrieval Module In the formal MHRC
task, each question () is typically provided with a
set of m documents { Dy, Dy ..., Dy, }, only a few
of which (two in HotpotQA) are truly relevant to Q.
In coarse retrieval, we optimize the classification of
each combination of question and document using
the Cross-Entropy loss. Specifically, we treat every
document D; as a two-class classification problem.
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where
model and Y5
truth distribution.

is the probability predicted by the
€0arse is the one-hot encoded ground-

coarse | 1 Djis arelated document.
i - { 0 D; is an unrelated document.
2)
Fine Retrieval Module In fine-grained retrieval,
we select the top three relevant articles from the
previous step and combine them in pairs to create a

set of document pairs {C7, Ca, C3} with C% total
combinations. We then focus on the interactions
between these document pairs, which are essential
for multi-hop question answering, and optimize
using cross-entropy loss.

[ffzne _ E Z yfznela Afme)] (3)

We use yf " to represent the document pair

probability predicted by our model and yi/™¢ to
represent the one-hot encoded ground-truth distri-
bution.

fine _ | 1 Cj consists of two related documents.
i { 0 otherwise.
“)
Thus, when the coarse retrieval fails to retrieve
two related documents, yf "¢ is all zero, indicating
that it does not contribute to the model’s perfor-
mance until the coarse retrieval is sufficient. We
use a single pre-trained language model as the en-
coder for both the coarse and fine retrieval steps,
and combine the retrieval losses using a weighted
sum. In our paper, both A\; and A, are set to 1,
indicating that the fine retrieval contributes equally
to the model’s performance as the coarse retrieval
= )\1['00117‘56 + )\ZEfine- )

Eretrieval



3.2 Multi-Task Reader

In the reading comprehension module, we use
multi-task learning to simultaneously predict Evi-
dence Sentences and extract answer span. In order
to better evaluate the role of label smoothing, we
do not include an additional attention module in
our model. Instead, we focus on the effects of
label smoothing on the performance of the main
reading comprehension module. In addition, Hot-
potQA contains samples with yes/no answers. The
practice of splicing "yes" and "no" tokens at the
beginning of the sequence (Li et al., 2022a) could
corrupt the original text’s semantic information. To
avoid the impact of additional information on label
smoothing analysis, we introduce an answer type
selection header trained with a cross-entropy loss
function.

3
Leype =E[= Yy log(3;"™ )] (6)
i=1

where §i/"¢ denotes the predicted probability
distribution over answer types generated by our
model, and yi/" represents the corresponding
one-hot encoded ground-truth distribution.

answer is no
answer is yes (7)
answer is a span

7

0
type _ ) 1
2

To extract the span of answers, we use a linear
prediction layer on the contextual representation
to identify the start and end positions of answers,
and employ cross-entropy as the loss function. The
corresponding loss terms are denoted as Lgzqr¢ and
Lend, respectively. Similar to previous work in the
field, such as S2G (Wu et al., 2021a) and FE2H (Li
et al., 2022a), we also inject a special placeholder
token "</e>" and use a linear binary classifier on
the output of "</e>" to determine whether a sen-
tence is a supporting fact. The classification loss
of the supporting facts is denoted as L, and we
jointly optimize all of these objectives in our model.

£reading = )\3£type + A4 (Estart + Eend) + )\5£sup

®)

Similarly, we set A3 and A4 and A5 all to 1, giv-

ing equal importance to each module for multitask
learning.

4 Label Smoothing

Label smoothing is a regularization technique that
aims to reduce over-fitting in a classifier by mod-
ifying the ground truth labels of the training data.
In the one-hot setting, the probability of the cor-
rect category ¢(y|x) for a training sample (x,y) is
typically defined as 1, while the probabilities of
all other categories ¢('y|x) are defined as 0. The
cross-entropy loss function used in this setting is
typically defined as follows:

K
L==) q(klz)log(p(k|z)) ©)
k=1
where p(klx) is the probability of the model’s
prediction for the k-th class. Specifically, label
smoothing mixes ¢(k|z) with a uniform distribu-
tion u(k), independent of the training samples, to
produce a new distribution ¢’ (k|x).

¢ (klz) = (1 — €)q(klz) + eu(k) (10)

We denote € as the weight that controls the im-
portance of ¢(k|z) and u(k) in the resulting dis-
tribution. (k) is construed as 4 of the uniform
distribution, where K is the total number of cat-
egories. Next, we will explore the role of Label
Smoothing in each of the modules in C2FM.

4.1 Label Smoothing in Retrieval Module

Coarse Retrieval We apply Eq.1 to Eq.10. Ad-
ditionally, SAE (Tu et al., 2020) and S2G (Wu
et al., 2021a) both prioritize documents containing
answer spans, named gold documents. Therefore,
we introduce a answer aware distribution y9°¢ and
obtain a new hybird distribution y;w‘”se.

/
coarse __
i =(1

_e)yfoarse_}_eu(li)_{_yigold (11)

where u(z) is a uniform distribution and 39°'¢ is
defined as follows.

gold _ | 1 D; contains answer
. { 0 D; does not contain answer
(12)
Fine Retrieval In section 3.1, we described how
the loss of fine retrieval is 0 when coarse retrieval
fails to retrieve two relevant documents. In ad-
dition, we use a pre-trained model to learn both
retrieval processes simultaneously. However, when
fine retrieval starts training, the model already has
some document retrieval capabilities. In this case,
applying label smoothing during the fine retrieval
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Figure 2: Visualization of original distribution and different label smoothing distributions, including Label Smooth-
ing, Word Overlapping, and F1 Smoothing. The first row shows the distribution of the start token, and the second
row shows the distribution of the end token. The gold start and end tokens are highlighted in red.

phase could obscure the goal of model training
and potentially hinder the model’s performance.
Therefore, we choose not to use label smoothing
in the fine retrieval phase. For the sake of com-
pleteness, we include the results of experiments
using label smoothing in the fine retrieval phase in
Appendix A.

4.2 Label Smoothing in Reading Module

In multi-task prediction, there are three types of
loss:  Liype, Lsentences and Lspan. Liype and
Lsentence are losses for simple classification tasks,
which can be smoothed using normal methods.
Lspan 18 the loss for answer extraction, which in-
volves identifying the start and end positions of
a span. Due to the specific nature of this task, a
different smoothing method may be required to
achieve optimal results. Previous research (Zhao
et al., 2020a) has explored various label smooth-
ing methods for machine reading comprehension,
including normal label smoothing and word over-
lap smoothing. Motivated by the concept of word
overlapping, we propose a more mathematically
consistent extension of label smoothing to tasks
with F1 scores, named F1 Smoothing.

Consider a sample « that contains a context S
and an answer a,;4. The total length of the context
is denoted by L. We use ¢5(t|z) to denote the F1
score between a span of arbitrary length starting at
position ¢ in S and the ground truth answer a;q.
Similarly, ¢.(¢|z) denotes the F1 score between a
span of arbitrary length ending at position ¢ in .S

and Qgold-

L—1
gs(tlz) =D F1((t,€),ag01a)  (13)
E=t

ge(tlz) =" F1((£,1), agowa)
£=0

(14)

The normalized distributions are noted as ¢, (¢|z)

and g, (t|x), respectively.

exp(gs(t))

' x) = 15
=S ey
o (t]z) = exp(ge(t|z)) (16)

L1 .
>ico erp(ge(ilz))
In order to reduce the computational overhead

of F1 Smoothing, we present a fast version of the
computation in Appendix B. As shown in Figure 2,
F1 Smoothing provides a more precise labeling of
tokens compared to Word Overlapping, while also
decreasing the probability of irrelevant tokens and
preventing incorrect guidance of the model during
training. This makes F1 Smoothing an effective
method for multi-hop question answering tasks.

S Experiment

5.1 Dataset

We evaluate our approach on the distractor set-
ting of HotpotQA (Yang et al., 2018b), a multi-
hop question-answer dataset with 90k training sam-
ples, 7.4k validation samples, and 7.4k test sam-
ples. Each question in this dataset is provided with



several candidate documents, two of which are rele-
vant to the question, while the others are irrelevant.
In addition to this, HotpotQA also provides sup-
porting evidence for each question, encouraging the
model to explain the inference path of the multi-
hop question-answer. We use the Exact Match
(EM) and F1 scores (F1) to evaluate the perfor-
mance of our approach in terms of related docu-
ment retrieval, supporting evidence prediction, and
answer extraction.

5.2 Implementation Details

Our model is built using the Pre-trained language
models (PLMs) provided by HuggingFace’s Trans-
formers library (Wolf et al., 2020).

Coarse-to-Fine Retriever We employed the
large version of RoBERTa (Liu et al., 2019) and
ELECTRA (Clark et al., 2020) as our PLMs
and conducted the ablation study on RoBERTa-
large (Liu et al., 2019). We used a single RTX3090
GPU, set the number of epochs to 8, and the batch
size to 16. For optimizer, we used the AdamW
optimizer with a learning rate of 6e-6 and a weight
decay of le-2.

Multi-Task Reader We utilized the large ver-
sion of RoBERTa (Liu et al., 2019) and the
XXLarge version of DeBERTa (He et al., 2020a)
as our PLMs and conducted ablation studies
on RoBERTa-large (Liu et al., 2019). For the
RoBERTa-large model, we employed an RTX3090
GPU and set the number of epochs to 16 and the
batch size to 16. For the DeBERTa-v2-xxlarge
model, due to the larger number of parameters, we
used an A100 GPU and set the number of epochs
to 8 and the batch size to 16. We also utilized the
AdamW optimizer with a learning rate of 4e-6 and
a weight decay of le-2 for optimization.

5.3 Experimental Results

We employ ELECTRA (Clark et al., 2020) as the
PLM for the retrieval module and DeBERTa-v2-
xxlarge as the PLM for the reading comprehension
module. Our model, dubbed C2FM with multiple
label smoothing, is tested on the HotpotQA test set
with the distractor setting. As shown in Table 1,
C2FM with multiple label smoothing achieves an
improvement of 0.8% and 0.77% in EM and F1
for answer, and 0.19% and 0.57% in EM and F1
for supporting evidence compared to the C2FM
model. Among the label smoothing techniques we
experimented with, F1 smoothing yielded the most
significant performance improvement and thus we

named our model C2FM with F1 Smoothing, or
C2FM-F1 for short.

We compare the performance of our proposed
Coarse-to-Fine Retrieval method, which utilizes
ELECTRA as a backbone for training, with three
advanced works: SAE, S2G, and FE2H. These
methods also employ elaborate selectors to retrieve
relevant documents. We evaluate the performance
of the document retrieval using the EM and F1
metrics. As shown in Table 2, our Coarse-to-Fine
retrieval method outperforms these three strong
baselines. Moreover, the performance can be fur-
ther improved through the use of label smoothing.

In Table 3, we compare the performance of
a Multi-task Reader trained with DeBERTa-v2-
xxlarge (He et al., 2020a) as the backbone on
the documents retrieved by the Coarse-to-Fine Re-
triever. Our results show that the C2FM model out-
performs the strong baseline SAE (Tu et al., 2020)
and S2G (Wu et al., 2021b), and the use of label
smoothing techniques can further improve model
performance. Overall, these results demonstrate
the value of the C2FM approach and the potential
for further performance improvements through the
use of label smoothing.

5.4 Smoothing Analysis

In our study of the role of label smoothing, we used
RoBERTa-large (Liu et al., 2019) as the backbone
for our model. To ensure the reliability of our
experimental results, we conducted multiple runs
with different random number seeds (41, 42, 43,
and 44) to ensure stability.

Label smoothing contains a hyperparameter €
to modify the target label probabilities of a model
during training. In order to improve the effective-
ness of label smoothing, (Xu et al., 2020) proposed
TSLA, a two-stage learning approach that applies
label smoothing in the first stage and trains the
model in the normal way in the second stage. We
propose that Epsilon can also be decayed linearly,
similar to the way the learning rate is often de-
cayed. In our experiments, we compared three
label smoothing strategies: Constant, TSLA, and
Linear Decay. The initial value of Epsilon in our
experiments was 0.1, and in the first stage of TSLA,
the number of epochs was set to 4. For each epoch
in the linear decay strategy, Epsilon was decreased
by 0.01.

Coarse Retrieval In our analysis presented in
Table 4, we observed that introducing 39°'¢ did not



Answer Supporting

Model EM Fl _EM Fl
Baseline Model (Yang et al., 2018a) 45.60 59.02 2032 64.49
QFE (Nishida et al., 2019) 53.86 68.06 57.75 84.49
DFGN (Qiu et al., 2019) 56.31 69.69 5150 81.62
SAE-large (Tu et al., 2020) 66.92 79.62 61.53 86.86
C2F Reader (Shao et al., 2020) 67.98 81.24 60.81 87.63
HGN-large (Fang et al., 2020) 69.22 82.19 62.76 88.47
FE2H on ELECTRA (Liet al., 2022a) 69.54 82.69 64.78 88.71
AMGN+ (Li et al., 2021) 70.53 83.37 63.57 88.83
S2G+EGA (Wu et al., 2021b) 70.92 83.44 63.860 88.68
FE2H on ALBERT (Li et al., 2022a)  71.89 84.44 6498 §9.14
C2FM (ours) 71.27 83.57 6525 88.98
C2FM with F1 Smoothing (ours) 72.07 84.34 6544 89.55

Table 1: In the distractor setting of the HotpotQA test set, our comparison showed that the C2FM model with var-
ious label smoothing methods significantly outperforms the original model. Among the label smoothing methods
we evaluated, C2FM with F1 smoothing achieved the best results, surpassing the state-of-the-art performance in
the literature. These findings demonstrate the effectiveness of introducing label smoothing in multi-hop question

answering tasks.

Model EM F1

SAE;4rge (Tu et al., 2020) 91.98 95.76
S2G4rge (Wuetal., 2021b)  95.77  97.82
FE2H;4,¢e (Lietal., 2022a) 96.32  98.02
C2FM (ours) 96.50 98.10
w. Label Smoothing 96.85 98.32

Table 2: Comparison of our coarse-to-fine retriever
with previous baselines on HotpotQA dev set. Label
smoothing can further enhance model performance.

Answer Supporting
Model —gM 71 EM ¥l
SAE 67.70 80.75 63.30 87.38
S2G 70.80 - 65.70 -
C2FM 71.39 83.84 66.32 89.54
C2FM-F1 71.89 84.65 66.75 90.08
Table 3: Performances of cascade results with label

smoothing on the dev set of HotpotQA in the distractor
setting.

significantly improve the performance of the coarse
retrieval module. One possible explanation for this
result is that the inclusion of 79°/% may have exac-
erbated the overconfidence of the model. Our find-
ings on the Constant label smoothing strategy were
consistent with (Penha and Hauff, 2021), which
showed that it did not significantly improve the re-
trieval module’s performance. However, we found
that using the TSLA and Linear Decay strategies

Setting F1 EM
Constant 97.94+.04 96.06+.11
w/o u(x) 97.91£.09 95.93+.05
w/o 90 97.88+.08 95.894.07

TSLA 98.05+.05 96.21+.01
Linear Decay 98.18+.04 96.57+.05

Table 4: Ablation and strategy analysis on Coarse Re-
trieval Module with Label Smoothing.

Setting F1 EM
Constant 90.53+.02 66.88+.02
w/o u(x) 90.50+.02 66.94£.05

TSLA 90.72+.05 67.42+.05
Linear Decay 90.85+.03 67.63+.04

Table 5: An analysis of the effectiveness of label
smoothing for Supporting Evidence Prediction through
ablation and strategy evaluation.

effectively stimulated the potential of label smooth-
ing, resulting in improved generalization for the
retrieval model.

Supporting Evidence Prediction We evaluated
the impact of using different label smoothing strate-
gies on the performance of our model on supporting
evidence prediction. As shown in Table 5, regu-
lar label smoothing had a negligible effect on the
model’s performance. On the other hand, the TSLA
strategy resulted in an average improvement of
0.22% in EM and 0.48% in F1. The Linear De-



Methods F1 EM

RoBERTa,,; ¢ 69.11+.02 82.21+£.03
w. Label Smoothing  69.30+.02 82.56£.09
w. Word Overlapping 69.60+£.09 82.68+.13
w. F1 Smoothing 69.93+.07 83.05+.10

Table 6: Analysis of different label smoothing methods
for Answer Span Extraction.

Setting Accuracy
Constant 99.43+.01
w/o u(x) 99.41+.01

TSLA 99.45+.04
Linear Decay 99.444.02

Table 7: Answer Type Selection results with different
smoothing strategies.

cay strategy also yielded positive results, with an
average gain of 0.35% in EM and 0.69% in F1.
These results suggest that both TSLA and Linear
Decay may be effective strategies for improving
the performance of supporting evidence prediction
through label smoothing.

Answer Span Extraction Table 6 demonstrates
the effect of applying different label smoothing
techniques on the performance of answer span ex-
traction. Our findings are consistent with previous
research (Zhao et al., 2020b), which showed that
label smoothing can improve model performance.
Specifically, we found that Word Overlapping re-
sulted in an average F1 improvement of 0.3% and
an average EM improvement of 0.12%, while F1
Smoothing resulted in an average F1 improvement
of 0.63% and an average EM improvement of
0.49%. These results suggest that F1 Smoothing
is an effective technique for improving the perfor-
mance of the reading comprehension module.

Answer Type Selection We implemented label
smoothing on the answer type selection task. We
evaluated the classification performance using ac-
curacy and the results are shown in Table 7. De-
spite the relatively simple nature of this task, we
achieved a very high accuracy rate. However, we
found that the use of label smoothing did not sig-
nificantly improve the performance of the model.

5.5 Error Analysis

To better understand the role of label smoothing
for the overall architecture, we conducted an error
analysis following the approach of S2G (Wu et al.,
2021b) on our C2FM and C2FM-FI1 model. Ta-

Model Incomplete  Superfluous Multi-hop RC
C2FM 729 644 828
C2FM-F1 669 581 738

Table 8: Error analysis on three types of errors: Incom-
pleteness, Superfluity, and Multi-hop Reasoning errors.

ble 8 shows three types of errors in our model’s
predictions: incompleteness errors, superfluity er-
rors, and multi-hop reasoning errors. An incom-
pleteness error occurs when the predicted answer
span is smaller than the labeled answer span. A
superfluity error occurs when the predicted answer
span exceeds the labeled answer span. A multi-hop
reasoning error occurs when the predicted answer
span is offset from the labeled answer span due
to errors in the model’s multi-hop reasoning. The
experimental results indicate that label smoothing
was effective in reducing incompleteness, super-
fluity, and multi-hop reasoning errors by 8.23%,
9.78%, and 10.87%, respectively. Among the three
types of errors examined, label smoothing had the
greatest impact on reducing Multi-hop Reasoning
errors, which decreased by 10.87%. Overall, these
results suggest that label smoothing is a effective
technique to consider when training a multi-hop
question answering model.

6 Conclusion

In this paper, we present C2FM, a simple archi-
tecture for the HotpotQA dataset, and systemat-
ically analyze the effect of label smoothing on
various modules of multi-hop question answering
(MHQA). We also propose F1 smoothing, a novel
label smoothing technique specifically designed for
machine reading comprehension (MRC) tasks. Our
experiments on the HotpotQA dataset demonstrate
that C2FM with label smoothing outperforms sev-
eral strong baselines, highlighting the effectiveness
of label smoothing in MHQA. However, our results
also show that the choice of smoothing strategy is
critical for achieving optimal performance.

Overall, our work contributes to a deeper under-
standing of the role of label smoothing in MHQA
and introduces a new label smoothing technique
that can be applied to improve the performance of
MRC models. We believe our findings will be valu-
able for researchers and practitioners working on
MRC and MHQA tasks and hope they will inspire
further research in this area.



Limitations

There are three main limitations to our study: the
limited scope of our model architecture, the as-
sumptions we made in proposing F1 Smoothing,
and the computational complexity of our experi-
ments.

Limited scope Due to the specificity of our
model architecture design, our study is only ap-
plicable to the classical multi-hop question answer-
ing (MHQA) dataset HotpotQA. Future work will
involve designing a more general MHQA model ar-
chitecture and studying a broader range of MHQA
datasets.

Assumptions We proposed F1 Smoothing un-
der the assumption that the span of answers is not
unique. However, this assumption may not hold
for all datasets, such as SQuAD (Rajpurkar et al.,
2018), which may require the development of new
smoothing methods.

Computational complexity Finally, our exper-
iments on large versions of pre-trained language
models (PLMs) to investigate the effectiveness of
our smoothing method are computationally com-
plex. As mentioned in Section 5.2, reproducing
our results may require enough computational re-
sources."

Ethics Statement

In conducting this study, we considered the ethical
implications of our work and ensured that this work
complied with ACL’s ethical policies. We used
the publicly available HotpotQA dataset for our
experiments, which does not raise potential ethical
issues.
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A Appendix A

Table 9 presents the results of our experiments on
label smoothing for the fine retrieval module. Our
findings indicate that the use of label smoothing,
regardless of the strategy employed, negatively im-
pacts model performance. Based on these results,
we do not recommend implementing label smooth-
ing in this module. This conclusion aligns with our
analysis in Section 4.1.

Setting F1 EM
Constant 97.77£.06 95.91+.08
w/o u(x) 97.91+£.09 95.93+.05

TSLA 97.79+.04 95.89+.09
Linear Decay 97.784+.02 95.90+.06

Table 9: An analysis of label smoothing on Fine Re-
trieval Module.

B Appendix B

Weuse L, =e* —s"+1land L, =e—s+1to
denote respectively the length of gold answer and
predicted answer. As mentioned in 4.2,

L-1

qs(tlx) = ZFI (t,€), agoid)
E=t

If t < s*, the distribution is

an

e*

2(6 —s*+1
A D
E=s* Lp+La

L—1
2L,
as(tle) = Yo
o Lo+ La
(18)

else if s* <t < e*, we have the following distribu-
tion

as(t]z) = ZL ¥ L,

i 2(e* —s+1)
Ly+La
(19)

In equation 18 and 19, L, = e — 7 + 1.
We can get g (t|z) similarly. If ¢ > e*,

E=s* p

In equation 20 and 21, L, = ¢ — s + 1.
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